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Preamble

We live in a world where there is an increased push towards 
adoption of digital technologies in every walk of life – be it 
access to welfare services, financial services, healthcare, and/
or migrants fleeing oppression/conflict. However, there is an 
inescapable reality — every individual is not equally disposed 
to engage with digital technologies. People differ in terms of 
their health, ability, education, economic situation, and/or can 
be in vulnerable situations, displaced from their homes and/
or living under oppressive regimes. This lived reality negatively 
affects marginalised and/or vulnerable individuals in their ability to 
engage with digital systems and also to protect themselves from 
exploitation that data collection and aggregation can facilitate. 
Consequently, security and privacy has become a privilege with 
better protections available to individuals in better circumstances 
than others. The challenge of protecting all individuals in our 
increasingly digital societies is ever growing. The National 
Research Centre on Privacy, Harm Reduction and Adversarial 
Influence Online (REPHRAIN) organised the First Capability 
Approach Workshop for Protecting Citizens Online, 2022. 

The workshop was attended by key members from academia in 
the UK. The workshop recognised the need for a new paradigm 
upon which protection mechanisms should be designed and 
engineered— and produced a manifesto. This manifesto 
represents

• an endeavour to highlight the criticality of opportunities 
and contexts of the individuals for whom digital protection 
mechanisms are being developed.

• a research agenda for the scientific community.

This manifesto is founded upon the recognition that safer Internet 
is a public good and everyone should have access to protection 
mechanisms on the Internet. The members of the workshop 
invite the research community and every stakeholder involved in 
protecting citizens online, to positively engage with the manifesto.
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Introduction

As researchers and practitioners we have a moral obligation 
to design and develop protection mechanisms for everyone 
irrespective of their personal, social, economic and political 
realities [24]. Socio-economically disadvantaged groups and 
individuals in vulnerable situations often find it difficult to make 
use of technologies to their advantage and rather end up 
being victims of pervasive digital push [19]. The usable security 
community has made a strong case for putting humans at the 
heart of systems design [1,10]. However, the notion of utility 
implicit in usability [22] is not enough to capture human needs 
in their diverse personal situations and environmental context. 
In this research manifesto we propose the adoption of capability 
approach [26] as a foundation to develop protection mechanisms 
[8] for citizens in a digital first society.

Capability Approach Amartya Sen proposed capability 
approach [26] as i) a framework of thought ii) a critique to other 
approaches of welfare evaluation and iii) a formula to make 
interpersonal comparison [28]. Capability approach explicitly 
recognises individuals in their beings and doings: i.e. active 
individuals who would want to live a life they can and have 
a reason to value. The fundamental primitives of capability 
approach are active individuals who would want to live a life they 
can and have a reason to value. The fundamental primitives of 
capability approach are

•	 Functionings - Functionings are beings and doings of a 
person. For example, living a private life is functioning.

•	 Capabilities - This resembles the idea of opportunity or 
advantage that an individual has, the scope to achieve from 
the alternative set of functionings available to them. It is a set 
of vectors of functionings.

Functionings are more related to living conditions, whereas 
capabilities denote the ability to achieve a particular functioning. 
For example a safety tool can be viewed as a good or service 
to enable a functioning of having safe interactions online. Merely 
possessing the safety tool only will not enable the functioning. 
What is needed is to have the skill, education, physical ability, 
and social and political environment to use the tool. Functionings 
can be viewed as achievements while capability is the freedom to 
achieve something.

Manifesto

Policy	makers	should	assess	deliberate	influences	to	
freedom

While understanding of diverse deprivations and environmental 
realities is important— it is not enough. A critical conversion 
factor is dependent on what the politically powerful forces are 
willing to drive and/or concede. The availability and use of public 
goods (we consider safer Internet as a public good) has not 
been proportionate across diverse strata of society [27]. In a 
telling judgement on Capacity: Social Media: Care and Contact, 
a Judge in England and Wales noted the exclusion that disabled 
users of social media suffer [33]. More needs to be done for 
appropriate liability in tech policy and regulation [3]. The field of 
surveillance studies has reasoned how commercial and political 
interests engender ethical tensions [6, 17]. Regulations can play 
a critical role as crime shifts online from the physical world [4]. 
Policy formulation based on capability approach would therefore 
require a thorough understanding of the deliberate influences 
upon individual freedom in different contexts.

Approaching capability through ethos

The National Cyber Security Centre UK (NCSC) annual review, 
2020 highlights that many cyber security attacks can be 
prevented through simple steps. However,  a considerable 
proportion of the public are often found reluctant  to take 
those steps [21]. This highlights the need to address this 
reluctance going beyond utility propositions on the surface of 
the protection mechanisms. Capability approach foregrounds 
the plural formulations of individual well- being as integral to its 
effectiveness. A deeper inspection would reveal that individuals 
do not always act to appropriate a utility function [29]. For 
protection mechanisms to cater to diverse customs and habits, 
researchers and practitioners need to step into the shoes 
of those whose very security and safety they aim to ensure. 
Adoption of capability approach can start by exploring the 
extent to which it can adopt the work on user personas [15] and 
expand this to help narrate customs, habits, through stories [16]. 
Systems engineering in turn can design end points and controls 
to reflect user contexts and diversity.
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Democratic participation to evolve a list of basic 
minimum online protections

A key finding from various studies is the absence of basic 
protections against various online harms [34]. If we unpack this 
we can better see the diverse needs of individuals – a clear 
departure from the often monolithic security assumptions and 
policies based on antecedent uniformity. A particular example 
might be of whistle-blowers in particular contexts or journalists 
in other contexts [11, 30]. Capability approach advocates for 
the need to define basic capabilities — which means the ability 
to achieve some basic functionings. Sen explicitly advocates 
for evolving a list of capabilities in particular contexts to 
accommodate diverse realities and requirements. An example of 
a basic capability might be protection from threats of surveillance 
while accessing welfare services online [13].

A reasoned understanding of the winners and losers

Security is not an absolute property — different entities 
participating (directly or indirectly) in a system have different 
trust assumptions and security expectations from the same 
system [9]. Precedence of one set of expectations over another 
hinders adoption, potentially manifesting into reticence, lying 
and/or resignation [23, 35, 18]. When one set of security goals 
and assumptions are pushed across different participants 
then it creates winners and losers. For example, absence of 
disclosures leads to discrimination against ethnic minorities while 
graded disclosures hurt applicants with less serious offences 
while benefiting applicants with more serious convictions. The 
tension scales across to the employers as well in this example 
of disclosures [32]. We invite the wider community to explore 
the extent to which capability approach can be used for inter-
personal comparisons of welfare for effective understanding of 
the winners and losers.

Individuals should value participating in the online 
community

We build systems for humans — requiring humans to adhere 
to practices against their will have consistently proved to be 
counterproductive. People do not have incentives to engage 
in behaviour they do not have a reason to value [3]. Burdening 
individuals with disproportionate cognitive loads is not good 
for security either [7, 12]. Evidence from health care contexts 
shows a negative adoption pattern can be directly related to 
cumbersome compliance practices [20]. There should be positive 
efforts to understand why systems fail in practice rather than in 
theory [5]. We propose to encourage challenging ‘best practices’ 
where it does not work for particular social groups. Capability 
approach inherently highlights the conversion factors particular to 
diverse individuals – this can encourage calibrating compliance 
practices to recognise the diversity.

Steps towards Adoption of Capability Approach

Capability Approach places explicit emphasis on opportunity 
rather than outcome. The discussions in the workshop also 
reflected on methods to adequately reflect the opportunities. 
Focus group and interviews are highly productive to elicit the 
observed diversities among individuals. However, they need to be 
complemented with methods that can also elicit the unobserved 
diversities, including marginalisation and wider environmental 
realities. We advocate that practicing reflexivity in the design 
of participatory practices would positively contribute towards 
adoption of capability approach. This can be complemented with 
ethnographic studies [2] to understand the beings and doings of 
individuals and intersectionality [25] to understand the integrated 
identities of individuals across race, gender and other contexts. 
The steps we propose in this manifesto are for exposition and 
not a definitive list— we aim for more inclusivity in the spheres 
of design and inter-disciplinary research as a means to develop 
better interventions.
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